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Survey on Interference Mitigation via Adaptive Array Processing
in GPS

D. Lu'?, Q. Feng?, and R. Wu?
1 Xidian University, China
2Civil Aviation University of China, China

Abstract—Due to the extremely low power, GPS signal can be easily affected by interferences. In this paper,
from the point of adaptive array processing, we review the existing spatial and space-time interference sup-
pression methods which attempt to mitigate interferences before the GPS receiver performs correlation. These
methods comprise self-coherence restoral technique based on the nature of GPS signal, space-time minimum
mean square error, power minimization technique, GPS multipath mitigation technique using the vertical array
etc. Also we summarize their performance and applicability by analyzing all these techniques, in which some
of our work and opinions are included.

1. Introduction

Global Positioning System (GPS) is a satellite-based navigation system which can provide the position,
velocity and timing information for users in all weather conditions, anywhere in the world and anytime in the
day. Therefore, it has been widely used in civil and military applications such as navigation by general aviation,
positioning for users and so on. Because of its high precision, general acceptability and easier equipment of
user’s receiver, GPS will gradually become a main means of global navigation.

However, GPS signal is susceptible to interferences from either intentional or unintentional sources for the
reason that it arrives at the receiver at a very low-power level, typically 20~30dB below the receiver’s thermal
noise level [1]. Based on that, the performance of GPS navigation and positioning degrades dramatically. Hence,
one of the hot topic of using GPS is to cancel the interference as completely as possible without any distortion
of desired GPS signal.

Conventional GPS suppression methods including time-domain and frequency-domain filtering techniques [1-
4] employ DFT technology to suppress interference by taking out abnormal spectrum line of digital intermediate
frequency signal. These methods have the advantages of easy implementation and low cost, but they can
not mitigate multiple narrowband interferences as well as wideband interferences owing to its incapability of
differentiating between desired signal and interference in the spatial domain. However, array signal processing
techniques can efficiently suppress the above interferences according to the spatial information. Adaptive nulling
technique [5] based on array antennas can adaptively place nulls in the direction of interferences, which is very
popular to be used in improving the performance of GPS receiver. Unfortunately, the above method may be
inadequate for broader band operation, especially when interference multipath is present. In order to solve
this problem, space-time adaptive processing (STAP) techniques [6-9] are proposed in recent years. STAP
can greatly increase the number of degrees of freedom under the equivalent antennas condition and thus can
efficiently suppress wideband interference. So it is a trend of GPS interference mitigation.

This paper mainly discusses the existing methods based on adaptive array processing. The following section
will describe some spatial techniques emphasis on self-coherence restoral technique using the nature of GPS
signal. In Section 3 we firstly give a uniform data model, and then several STAP methods consisting of
maximum signal-to-interference ratio algorithm, minimum mean square error, space-time Capon algorithm and
power minimization technique are described. GPS multipath mitigation technique using the vertical array is
given in Section 4. While, concluding remarks are given in Section 5.

2. Spatial Adaptive Processing Techniques

As demand for accurate GPS positioning, adaptive beamforming algorithm should not cause any significant
distortion of the desired GPS signals when it is used to suppress interferences. Such algorithms include the
direction finding algorithm [10], which is an adaptive beamforming algorithm based on estimation of the direc-
tions of arrival (DOAs) of the received signals, and directional constrained adaptive beamforming algorithm,
which is based on the principle that if the dynamic of the GPS receiver is not too high and the beampattern
is not too narrow, rough coordinates of the receiver and the coordinates of the satellites in view can be used
to calculate the DOAs of the signals of interest from different satellites, and so on. However, these algorithms



Progress In Electromagnetics Research Symposium 2006, Cambridge, USA, March 26-29 723

do not fully take advantage of the GPS signal structure. So Wei Sun proposed a GPS interference mitigation
method using self-coherent feature of GPS signal [11, 12].

The method considers interference suppression in GPS using spatial processing that incorporates the known
temporal structure of the GPS signal. And it utilizes the replication property of the C/A-code within the
navigation symbol to suppress interferences which are aperiodic or have a different periodic signal structure
from that of the GPS signal. A block diagram of the proposed algorithm is shown in Fig. 1, which consists of a
main channel and a reference channel. The samples in the main channel and the reference channel are processed
by a beamformerwand another processor f respectively, where the samples of reference channel are [P chips
(P =1023, 1 <1< 20) delay of the main channel’s data. These samples in the main channel are given by:

K
x(n) = as(n) + 3 byi; (n) +v(n) 1)

where x(n) is the M x 1 data vector, s(n) is the desired GPS signal and i; (n) is the jth interference, a and
b, are M X 1 steering vectors of the desired GPS signal and the jth interference respectively, and v(n) is the
thermal noise vector. This paper provided that GPS signal, interference, and noise are uncorrelated unless
special statement.

Due to the repetition of GPS signal, GPS signal samples of two channels in Fig. 1 have the same values as
long as they are within the same symbol. However, the interference samples have different values because they
are aperiodic or have a different periodic signal structure from that of the GPS signal. Thus the samples in the
reference channel are given by:

K
x(n—1P) =as(n) + »_bji; (n—IP)+ v(n —P) (2)
j=1
The algorithm proposed can adaptively update the weight vectors w and f by maximizing the cross-
correlation between the output of the main channel and the reference channel. Accordingly, we define the
following cost function:
2
Clw £y = Beal __ [WIRf] 3)
’ Rzszd |WHRI1W‘ |fHRwa|

where
R.g=E{z(n)d"(n)} = w'E {x(n)x" (n—1P)} £ = w'RL f
R..=FE{z(n)z" (n)} =w"E {x(n)x" (n)} w = w/Rp,w
Ryg=E{d(n)d" (n)} =t7E{x(n —1P)x" (n—1P)} f = "R, f (4)

The algorithm makes full use of the nature of GPS signal and does not need any knowledge of transmitted
signals or the location of the satellite. Meanwhile, it is not sensitive to steering error and robust. So the
algorithm is a promising method in GPS interference cancellation.

Generally speaking, spatial adaptive processing techniques are easy to implement and convenient for calcula-
tion. But it will increase array cost for an interference consuming one degree of freedom. To solve this problem,
the techniques based on space-time joint processing are proposed [7-9,13]. They all provide more degrees of
freedom via time tap than only space processing.

3. Space-time Joint Processing Techniques

STAP algorithms employ the multiple receiving elements (“space”) of an antenna array and multiple temporal
samples (“time”) to cancel interferences. The space-time weights are realized through a tapped-delay-line
behind each antenna, as shown in Fig. 2. Some scholars, such as Dr. Fante and Dr. Zoltowski, have gained some
achievements in GPS interference mitigation based on STAP [7,8,14]. In this section, based on the fruits of
their study, we give the general space-time data model for GPS interference suppression.

3.1. Data Model
The space-time data model can be written as:

x(t) = As(t) + > _Bji;(t) + V() (5)
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Figure 1: Block diagram of the interference suppres- Figure 2: Block diagram of the STAP technique for
sion based on the self-coherence of GPS signal. GPS interference mitigation.

where x(t) = [211(t) ... 231 (t) T12(t) ... 2pr2(t) .. 2in(t) ...z () ]T is the received data (M is the number
of antenna and N is the number of tap each antenna), A = Iy.ny ® a and s(t) = [s(t) ...s(t — (N — 1)T)}T,

B; and i;(t) have the same structure as A and s(t) respectively.
3.2. STAP Algorithm
3.2.1. Maximum Signal-to-Interference-plus-Noise Ratio

This approach chooses weight vectors w to maximize signal-to-interference-plus-noise ratio of the output of

beamformer. Accordingly, there is the following cost function:
wHR w
wiR,w

(6)

where R,, is interference-plus-noise covariance matrix. Because the GPS signal strength is at least 20 dB below
the thermal noise floor, R,, can be estimated by averaging approximately 4MN independent samples of the
received signal [15], namely:

Wopt = arg max SINR =

1 4MN
Ry~ R = E {x(0x" (0} ~ o 3 x(@x" (0 (7
qg=1

R is the desired GPS signal covariance matrix, which can be derived by the density of power spectrum of
GPS signal. Note that this method requires information on platform attitude in order to determine R, and
meanwhile the processor is required being repeated for each GPS satellite which is used to determine user’s
position.

3.2.2. Minimum Mean Square Error Algorithm
This method obtains the weight vector by minimizing the mean square error between the desired GPS signal
and the output of the processor in Fig. 2. Accordingly, the cost function is given by:

Wopt = argmin £ { (sd - WHx) (sd — WHX)H} (8)
where sg4 is the desired signal. By solving this optimum question, we can find:

WOPt = R_lgs (9)

where g, = E {xs}} is the first column of R,. Note that the processor is also repeated for each GPS satellite
to calculate user’s position and requires attitude information.

3.2.3. Space-time Capon Beamforming
When the direction of desired GPS satellite signal can be estimated, this algorithm minimizes the output
power with attempting to preserve the gain in the desired signal direction for each of the N “tap times” of the
processor in Fig. 2. This leads to the power minimization with IV linear constraints:
min w7 Rw

w 10
st.wHa=1, i=1,...,N (10)

i
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where w = [wy, ... ,WN]T , Wi = [wi4, ..., wpr]. And (10) can be rewritten as:

min wHRw
w
s.t. WHA = 1N><1

(11)

Using the method of Lagrange multipliers, the solution to (11) is:
Wopt = RTTA(ATRTITA) My (12)

This result is similar to the one obtained by standard capon beamforming (SCB). So the approach is called
space-time capon method. Like the SCB, the performance of the approach becomes worse when steering vector
error exists. Therefore, some robust STAP algorithm will be developed based on the robust capon beamforming
algorithm [16].

3.2.4. Space-time Power Minimization Algorithm

Because the received GPS satellite signals are well below the thermal noise floor, this method is extraordinary
efficient for GPS interference cancellation. It simply constraints the weight on the first tap of reference antenna 1
(see Fig. 2), and then minimizes the output power, namely:

min wHRw (13)
s.t. WH(SJWN =1

where §v = [1,0,...,0,...,0]7 is the MN x 1 vector. Using the method of Lagrange multipliers, the solution
to (13) is

Ry
5ijR*15MN

This approach has the advantages of not requiring to know the DOA of the incoming GPS signal and
implementing easily. So it is adopted by some available GPS antennas [13] to mitigate interference.

3.3. Reduced-rank STAP Technique

Because of the large dimensionality of the space-time covariance vector and weight vector, STAP techniques
will lead to a larger computational burden and slower convergence. Therefore, the study on reduced-dimension
techniques becomes a hot topic in recent years [8,17]. Reduced-dimension techniques are mainly to constraint
weight vector to lie in a lower dimensional subspace by the transformation matrix T yyxp (D < NM), namely
let:

(14)

Wopt =

w = Tw, (15)

so (13) can be rewritten as:
min WfTHRTWT
Y HmH (16)
StWTT 6MN:1

the solution to (16) is
. (THRT)flTH(SMN
SYNT(THRT)'THS iy

r (17)
where the dimension of THRT is D x D, which is less than the one of R. This leads to lower computational
complexity and rapid convergence. We can obtain the matrix T by techniques such as the cross-spectral metric
(CS) or principal-components (PC). But both techniques are quite computational burden since it is necessary
to generate the eigenvectors of covariance matrix before finding T.

Fortunately, Dr. Zoltowski proposed a reduced-dimension STAP technique based on multistage nested wiener
filter (MSNWF) [17]. This technique accomplishes the reduced-dimension processing via the innovative mul-
tistage wiener filter and does not require computing the inversion of R. Thus it can reduce computational
complexity and improve the speed of convergence compared with CS and PC.

4. GPS Signal Multipath Mitigation Techniques

The error due to GPS signal multipath is an important factor of positioning error. At the present time,
the common techniques for multipath mitigation mainly include DLL and MEDLL. Both techniques change a
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standard receiver structure, so their compatibility is very poor. In [18] Dr. Stoica proposed a multipath miti-
gation algorithm based on the vertical array, which suppress multipath interference before correlation without
changing the receiver structure.

The above method assumes that the directions of arrival of the GPS multipath signals are approximately
known relative to the direction of arrival of the GPS signal, which is possible in GPS vertical array. When the
GPS multipath signals exist, the data model received by GPS vertical array is given by:

Q K
x(t) = as(t) + > a,0,s(t) +ijij(t) + v(t) (18)
(18) can be rewritten as:
K
x(t) = (a+ VB)s(t) + ijij(t) +v(t) (19)

where the matrix V’s range space is a good approximation of the one spanned by the GPS multipath signals,
[ is an unknown vector whose elements equal to the ratios between the GPS multipath signals and the GPS
signal. According to literature [16], a and 3 can be determined by solving the following problem:

ngl(a +VRHIR a+ V)

(20)
s.t.a=Bu+a, |u|’<e

let G be a basis of the null space of V# so (20) can be rewritten as:
mina’G (GYRG) 'R
s.t.a=Bu+a, |u|’<e
let & denotes the solution to (21), we can find the weight vector:
w=G(G"RG)'a (22)

In essence, the method proposed by Dr. Stoica removes the GPS multipath signals by “pre-filtering” the
received data via the matrix G¥. Although this algorithm is appropriate to GPS vertical array, its main idea
can be further extended to the general array to suppress GPS multipath signals.

5. Conclusion

Several methods used to mitigation GPS interference have been discussed in this paper. The conventional
spatial techniques can adaptively null the interference, but they are incapability of canceling many narrowband
interferences as well as wideband and mutipath ones due to the limited degrees of freedom. STAP can overcome
the above problem. However, the computational complexity is a troublesome question. Fortunately, the reduced-
dimension technique proposed by Dr. Zoltowski has made a breakthrough in GPS interference mitigation.
Different from the above reduced-dimension method, the next work we will do is to develop an adaptive recursive
least square (RLS) space-time algorithm combined with cyclostationary properties of GPS signal, which will
improve speed of convergence by RLS algorithm. Also the algorithm belongs to blind adaptive algorithm by
only using the nature of GPS signal, so it is very robust.
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A Simulation Tool for Space-time Adaptive Processing in GPS

W. Y. Zhao, L. F. Xu, and R. B. Wu
Civil Aviation University of China, China

Abstract—With the wide use of GPS, it becomes more and more important to improve the positioning accuracy.
The GPS signal is very weak, and can be easily interfered. Space-time adaptive processing(STAP) can suppress
the jamming not only in the temporal domain, but also in the spatial domain. STAP has now become a good
candidates for jamming mitigation in GPS.

In order to evaluate the performance of various kinds of STAP algorithms, and to develop the novel STAP
algorithms. we need to simulate space-time array GPS data with high fidelity and the software GPS receiver.
This paper mainly presents a simulation method for space-time GPS data, as well as the simulation of some
typical kinds of jammers. The simulation method for software GPS receiver is also introduced. The data that
after the process of STAP is computed by the simulated GPS receiver. The simulation results show that the
simulation tool is a good platform for the development of STAP algorithms.

1. Introduction

GPS is a network which is composed of many satellites, it can provide accurate position and time information
[1]. The signal received by GPS receiver has the characteristics not only in temporal domain, but also in spatial
domain. With the advent of STAP algorithms, the jammings can be suppressed through spatial and temporal
characteristics effectively, and the positioning precision can be further improved. To evaluate the effect of the
STAP algorithms on GPS jamming mitigation, we set up this simulation platform for Space-Time array GPS
data. Besides we also simulate the software GPS receiver to validate the data after being processed by algorithms
2, 3].

In the second section of this paper, the simulation method for Space-Time array data is introduced. In the
third section we introduce the common jammings to the GPS and simulate some typical of them. In the forth
section we introduce the simulation method of GPS receiver briefly. The simulation results are given in the fifth
section and in the sixth section we get the conclusion.

2. The Method for Simulating Space-time Array Data
2.1. Single Channel Temporal GPS Data Generation

The GPS signal is composed of navigation data, PRN code and carrier for modulation. The navigation data is
a binary coded file, and is transmitted in frames according to certain format. It contains ephemeris parameters,
satellite almanac and so on. We can compute the satellites position with them. These parameters value can be
found from related data resources. In this paper, we choose the data from CDDIS (http://cddisa.gsfc.nasa.gov).
They are coded in RINEX format. We should find the corresponding parameters from them first. These
parameters, multiply by themselves scale factors, are converted to binary bits that fit the navigation data
format. We only need to simulate the first three sub-frames [3].

The GPS signal is of two kinds of PRN codes, that is C/A code and P code. The structure of P code is
quite complex and secret to civil users. Here we only introduce the simulation of C/A (coarse/acquisition)
code. The C/A code is coded in binary format, and has the characteristics of multi address, searching GPS
signal, coarse acquisition and anti-jamming. It is generated by two 10-order feedback shift registers, which can
generate C%; + 10 = 55 kinds of different C/A code [3]. The 24 satellites have different C/A codes. The chip
shift between the satellites is fixed. According to one satellite’s C/A code, we can obtain the others’ C/A codes.

After the navigation data is spread by the C/A code, they modulate the carrier centered at 1575.42 MHz
by BPSK. Since the data we need is at the intermediate frequency that after down-conversion, we select it as
frr = 21.25 MHz. And after band-pass sampling, the output center frequency is fo = 1.25 MHz. The power of
the signal arrived at the receiver is about -155db. We select the gain of the receiver antenna as 4 db, and the
gain of its’ amplifier as 31 db. Thus the signal at IF is -120db. Once assume the position of the receiver, we
can get the propagation time of the GPS signal.

2.2. Multiple Channel Space-time GPS Data Generation

Suppose the signal of a GPS Satellite arrive at the receiver antenna with the direction of 6, the expression
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of it is f(t), refer to Fig. 1. So the signal that reaches the second antenna [4] is f(t — 7), 7 =1/c, I = d cos(),
where 7 denotes the arrival time difference between the first antenna and the second antenna, and d denotes
the inter-element distance. So the signal received by the second antenna can be expressed as f(t — dcos(6)/c),
approximately to f(t)e 99T = f(t)e I2mfxdcos(0)/c

ity
v o
%
"y B N
Yy "~y ,
1] i 2d (n-1)d X

Figure 1: Uniform linear array.

Similarly, the signal of the satellite that arrives at the nth antenna can be expressed as:

F(t)e In=DT — f(p)ed2mSx(n=1)dcos(0) /e Q)

Suppose that every antenna has M time delays, and each time delay is T', so the Space-Time satellite data
can be expressed as:

f(t)
F(t, 9) _ f(t 7 T) (1 e—jwr . e—jw(N—l)T) (2)
f(t— (M - 1)T)

As for the arrived signal that contains four GPS satellites, its’ multiple channel Space-Time data model can
be expressed as:
fi(t)

S(t, 9) — Z fl(t * T) (1 P e—jw(N—l)n) (3)

TSl — (M - 1T
where f;(t) denotes the ith satellite signal received, 7; denotes the ith of the satellite time delay.

3. Jamming Simulation

During the GPS signal propagation, it can be affected by Satellite Clock error, Ionospheric error, multi-path
jamming, radio station RF jamming, noise and so on. The typical jamming sources are broadcast TV-UHF
channel, air-borne VHF, personnel electronic device, Ultra broadband communication, Multi-path, etc. For
the purpose of build Space-Time data platform, we only consider narrowband RF jamming, broadband FM
jamming, and receiver random noise.

Take the broadband FM jamming for example, its’ model can be expressed as:
t

J(t) = Ap coslwot + kf /0 Va(t)dt] (4)

The system frequency scope is wo — ks | Vo |< w <wo+ky | Vo |- On the basis of typical value, the jamming
requires lowest power lever and has the worst affection when the frequency bias is between 400 K—600 K. So we
select the biased frequency A f = 500 MHz, centered frequency fo = 1.2 MHz, and the jamming power is 60 db
above the signal power, that is -60 db.

As the single channel temporal data extend to multiple channel Space-Time data, we also need to extend
the jamming into multiple channel Space-Time form, its’ mathematical model can be expressed as:

Ji(t)
m Ji(t =T
I(t,0) =" ( : : A(6) (5)
T\ - - 1)

where A;(f) denotes the steering vector of the jamming.
The receiver internal noise n(t) obeys Gauss statistical distribution, it can occupy the whole frequency. The
Space-Time GPS data with jamming can be expressed as:
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D(t,0) = S(t,0) + I(t,0) +n(t) (6)

4. The Simulation Method of Software GPS Receiver

In the simulation of software GPS receiver, we take the advantage of the flexibility of software. We mainly
introduce the acquisition and tracking modules.

The traditional acquisition is a two-dimensional search process. The computation amount is quite large.
Based on the software, we use the circular correlation method, showed as Fig. 2.

Assume the input signal is y,. We take the local carrier at f; as l; , = exp(j2n fity). First the FFT result
of N points of y, - I; ; is multiplied by the conjugate FFT of the N points of local C/A code. Then the IFFT
of the product gives the correlation result in the time domain for all the 1023 code phase offsets.

. correlation
0.
= | : Powe Wihse Ky
- FT - - - - yl
.
.
» » He
» aFF
1 P P

a -

er oA - T'_ X—p X x_P T[

Figure 2: Acquisition based on circular correlation. Figure 3: The correlation curve.

In the code tracking module [5], we use the numerical relation of correlation values of prompt code, early
code and late code with the input IF sampled signal to adjust the input signal and get the finer code phase
offsets « instead of traditional DLL. Assume the correlation values are yp, ye, y; respectively. The relationship
of them is showed as Fig. 3, where T, is the code chip width, p is the code offset between prompt code and
early/late code. From Fig. 3, we obtain that

T:%_Tc_z_péx:(l_r)(,‘rc—p) (7)

ve T.+z—p 1—7r

From z, we shift the input signal left or right one sample, and can evaluate the finer code phase error.
Due to the flexibility of software, we use third-order PLL to fit the high dynamic situation. We choose the loop

1+sm 1451y . 7’17353
flter as F(s) = . So th transfer function is H,(s) = ,
er as F'(s) o o o the error transfer function is H,(s) st T Kt t Kt st K
where K is the loop gain. Let a = TIKT?’ =w2n, b= a(ry + 11) = W2 + 2Cwpn, ¢ = a - T214 = 2w, + 7, and we
can get
3 3
H,(s) = ; = - (8)

$4cs?+bs+a  (s+1)(s?+2Cwps +w?)

From the formula (8), we can choose the (, w, and 7 according to the dynamic situation easily.

5. Simulation Results

In this paper, we choose the digital centered frequency as 1.25 MHz. According to Shannon sampling
theorem, we choose acquisition frequency as 5 MHz, the power of jamming 60db above that of GPS signal,
that is -60 db. The receiver internal noise 20 db above that of GPS signal, that is -100 db. The Fig. 4 denotes
the waveform of GPS data without jamming on one antenna. And the Fig. 5 denotes the waveform of GPS
data with Broadband FM jamming on one antenna. Their spectrums that are with and without the broadband
jamming are indicated in Fig. 6 and Fig. 7 respectively. In the experiment, we choose the antenna position
as (X:-3173088.339m;Y:-3625066.392 m;Z:4181362.566 m), and the position computed by our software receiver
is(X:-3173092.972m; Y:-3625044.536 m; Z: 4181358.520m). The Fig. 8 denotes the spectrum of GPS data after
STAP processing.
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Figure 8: The spectrum of GPS data after STAP processing.
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6. Conclusion

The simulation result shows that the Space-Time array data simulation method is valid and of high fidelity.
And the simulation tool has been testified as a good platform for evaluating the STAP algorithms and using
them in GPS. It will be of great help to improve the GPS positioning precision further.
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Analysis and a Novel Design of the Beamspace Broadband
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Abstract—An analysis of the broadband beamspace adaptive array is provided. There are two conditions
imposed on the array. First, the individual beams should have a good frequency invariant property. Second,
they should be linearly independent. However, these two conditions are not independent and it is shown that
there is a trade-off between them. To improve the interference cancellation capability of the array, we may
need to sacrifice the frequency invariant property of the beams to some degree for more linearly independent
beams. A DFT-modulated design method is also proposed, where the beam directions are uniformly distributed
over the spatial domain and the linear independence of the beams is guaranteed inherently. Simulation results
verified our analysis and the proposed method.

1. Introduction

Adaptive beamforming has found numerous applications in various areas ranging from sonar and radar to
wireless communications [1]. For arrays to accomplish nulling over a wide bandwidth, tapped-delay lines (TDLs)
are employed, resulting in an array with M sensors and ~ o]

.\’O n

TDLs of length J, as shown in Fig. 1. To perform beam- fa ! [a] !

forming with high interference rejection and resolution, _ gg

we need to employ a large number of sensors and long \ oo ol

TDLs, which unavoidably increases the computational o ( ] B

complexity of its adaptive part and slows down the con- 7 an ' '

vergence of the system. To reduce the computational . [ %9”1.0 1,
complexity of a broadband adaptive beamformer and in- ! : OO
crease its convergence speed, Many methods have been \ yal] :
proposed, including the time-domain subband adaptive @ ! @—l
beamformer [2, 3], a combination of subband decomposi- (iw 10 Q?“\f 11

tion in both the temporal and spatial domains [4], and

those based on frequency invariant beamforming tech-
niques [5, 6]. Figure 1: A signal impinges from an angle ¢ onto

a uniformly spaced broadband linear array with M

As the broadband counterpart of the narrowband
sensors, each followed by a J-tap filter.

beamspace adaptive array, the beamspace broadband
adaptive array was proposed in [5], where several fre-
quency invariant beams (FIBs) are formed pointing to different directions by a fixed beamforming network with
two-dimensional (2-D) filters; thereafter the outputs of these beams are combined adaptively by a single weight
for each of them. Since both the number of beams and the number of selected beams are small, the total number
of adaptive weights is greatly reduced.

In this paper, we will first give an analysis of the broadband beamspace adaptive array to show a trade-off
between two conditions imposed explicitly or implicitly and its impact on the performance of the resultant
beamformer. It can be proved that the number of independent beams formed is the same as the length N of
the prototype filter for the fan filter design. Although we can design as many frequency invariant beams as
we want, only N of them are independent and at most we can only null out N — 1 interfering signals. As
the array’s interference cancellation ability is dependent on both the number of independent beams and the
frequency invariant property of those beams, we can sacrifice the frequency invariant property to some degree
to design more independent beams. As a result, the array’s interference cancellation property will be improved.
With the above analysis, we then propose a new design of the frequency invariant beams, where their beam
directions are uniformly distributed in the spatial domain and their independence is guaranteed inherently by
the special form of the prototype filters, which are derived from another prototype filter by the discrete Fourier
transform (DFT) modulation with appropriately imposed zeros.
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This paper is organised as follows. A brief review of the broadband beamspace adaptive array is provided
in Section. An analysis of the trade-off in its design is given in. The design based on the DFT modulation is
proposed in Section. Design examples and simulation results are given in Section, and conclusions drawn in
Section.

2. Broadband Beamspace Adaptive Array

In a narrowband beamspace adaptive array [7], a total of N beams are formed by a beamforming network,
where one is the main beam pointing to the direction of the signal of interest and the remaining N — 1 beams
are auxiliary beams pointing to the remaining directions. The output power levels of the auxiliary beams are
compared to a threshold and those higher than the threshold will be chosen in the following adaptation. In this
way the resultant partially adaptive array can maintain an acceptable performance with a lower computational
complexity. FExtend this idea to the broadband case, we can also design N broadband beams pointing to
different directions to form a broadband beamspace adaptive array. To combine the outputs of the beams with
one adaptive weight for each of them, their response should be frequency invariant.

In [5], such a broadband beamspace adaptive array was proposed for an equally spaced linear array. With the
recent development in the design of frequency invariant beamformers for one-dimensional (1-D), two-dimensional
(2-D) and three-dimensional (3-D) arrays [8], we can easily extend the idea of a beamspace adaptive array to
the 2-D and 3-D cases. Here we will focus on the case of a linear array and first we give a brief review of the
proposed beamspace approach.

Suppose a signal with an angular frequency w and an angle of arrival # impinges on the uniformly spaced
linear array of Fig. 1, then its output in continuous form can be written as

M-1J-1

y(t) — ejwt Z Z T e—jmwAT . e—jkwTs (1)

m=0 k=0

d

with A7 = —sin @, where T is the delay between adjacent samples in the TDL, d is the array spacing, and c is
c

the wave propagation speed. Then the array’s response can be written as

M-1J-1

R(w,0) = Z Z Wy, - € IMOAT L gmIRTs (2)

m=0 k=0

With the normalised angular frequency Q = wTy, we obtain the response as a function of Q and 0

M-1J-1 ) ) ) d
R(Q,0) =D D wppe I eI with = (3)
cls
m=0 k=0

With the substitution of Q1 = Q and Qs = puQ2sinf in (3), we obtain a 2-D digital filter response

M—1J-1
R(Q, Q2) — Z Z Wi ;- eIk | o—imQ2 (4)
m=0 k=0
We see that the spatio-temporal spectrum of the received signal lies on the line Q5 = uf2; sinf. Suppose the
desired frequency invariant response of the array is P(sin#). By the substitution sin6 = (H%l)’ we can obtain
the response R(€1,)s) with nominal parameters € and 5. Sample the function R(21,5) at the (£21,2)
plane and then apply an inverse discrete Fourier transform (DFT) to the resultant 2-D data, we will then find
the corresponding coefficients w, . To fit the spatial and temporal dimensions of the array, we may need to
truncate the result from the inverse DFT [5, 8.
For the desired response P(sin ), it can comes from a 1-D digital filter H (e’*!) by the substitution = 7 sin 6.
If H(e*?) is a lowpass filter [5], then signals from the directions around @ = 0 will correspond to its passband,
and a beam is formed pointing to the direction # = 0. If we want to steer this beam to the direction 6§ = 6,
with the same low pass filter H(e/?), we can vary it into the form H(e/™5m¢) = H(e/(2=75i000)) and consider
H (e7™5m9) a5 the new desired frequency invariant response.
As the sampling frequency is in general twice the highest frequency component of the signal and array
spacing is half the wavelength of the highest frequency component, we have d = % cc-(2Tg) = Is and p = 1.
Therefore, without loss of generality, we will only consider the case with i = 1 in the design and simulations.
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Moreover, we also assume the signal of interest comes from the broadside, then the main beam will point
to the direction of # = 0. For the auxiliary beams, their directions are decided in such a way that the main
direction of a beam should ideally coincide with nulls (zero re-
sponses) of all other beams, as mentioned in the simulation part of

dln n
) e I N O S
A single adaptive weight is applied to each of the auxiliary -
beams by minimizing the variance of the error signal between the . .
main beam and the auxiliary beams. In the adaptation, some of ° M e
the auxiliary beam outputs are active and some others are simply @

discarded if their output signals are below some prescribed level.

Fig. 2 shows the diagram of such a broadband beamspace adap- Figure 2: A broadband beamspace adap-
tive array, where x[n] is the vector containing the received signals tive array with P frequency invariant
xo[n],...,xp—1[n] and wy,...,wp_; are the adaptive weights at- beams (FIBs).

tached to each of the beam outputs.

3. Analysis of the Broadband Beamspace Adaptive Array

For the beamspace array to work, the frequency invariant beamforming network needs to meet two conditions,
which are imposed explicitly or implicitly.

First, the beams formed should have a satisfactory frequency invariant property for the interested frequency
band, which is dependent on the required shape P(sin#) of the beam and the temporal/spatial dimension of the
corresponding 2-D filter. The more complicated the shape, the more coecients we need in each of the frequency
invariant beams, i.e., a larger M and J.

From the discussion of the last section, the desired beam response can be derived from the corresponding
prototype filter H(e7?). Suppose the length of filter is N. As the shape is decided by the prototype filter, the
dimension M and J of the 2-D fan filter (frequency invariant beamformer) should be at least 3 times that of
the prototype filter to maintain the shape of the response of the prototype filter, that is, N < min{%7 % [5].

Secondly, the beams formed should not be linearly dependent. Otherwise, some of the beam outputs will be
a linear combination of the others, which leads to a waste of resources and also reduces the number of effective
beams. As a result, we will not be able to null out the desired number of interfering signals. This second
condition is not mentioned explicitly in [5], but it is a necessary condition to fully exploit the potential of the
beamspace adaptive array. We will see later that the beam direction arrangement in [5] guarantees the linear
independence of the beams.

These two conditions are not independent and there is a close relationship between them. In the following,
we will show that the number of independent beams formed N;,4 cannot exceed the length N of the prototype
FIR filter. We prove this by contradiction.

Suppose we can have P > N independent beams formed by some prototype filters with a length N. These
beams have a response of Hp(ej7T Si“‘9), p=20,1,..., P — 1. Each of them is derived from the corresponding
prototype filter H,(e’}), p = 0,1,..., P — 1, with an impulse response of h, = [hy0,hp1,--- hpnv-1]T, p =
0,1,..., P—1. These prototype filters H,(e’*}), p =0, 1,..., P—1 can further be derived from the same lowpass
filter as discussed in the last section, or they can simply be some different filters.

Now consider the linear combination of the following form

0 =aohg +ah; +---+ap_1hp_y, (5)

where «q, -+ ,ap_1 are scalars to be found for this equation to hold. Taking the transpose of both sides and
then multiplying the equation with the vector [1 e/75?¢  /(N=D7sin0]T "we arrive at

0= aOHO(ejwsinO) + alHl(ejﬂsine) N OLP_lHP_l(ejTrSine)7 (6)
where Hp(ej”ing)7 p=20,1,..., P — 1 is exactly the response of those independent beams. Since they are
independent, all the scalars «g, - ,ap_1 must be zero for (6) to hold, and then for (5) to hold, which means

that h,, p = 0,1,..., P — 1 are independent. However, as P is larger than the length of each vector h,, the
rank of the NV x P matrix formed by H = [Hy, Hy, ..., Hp_1] cannot be larger than N, that is, it is impossible
for all of the vectors h,, to be independent. Thus, we reach a contradiction.

As the maximum rank of H is N, we can see from the proof that the maximum number of independent
beams formed will be equal to the length NV of the prototype FIR filter. Clearly, although we can design as
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many frequency invariant beams as we want, only N of them are independent and at most we can only null out
N — 1 interfering signals. As the array’s interference cancellation ability is dependent on both the number of
independent beams and the frequency invariant property, there is trade-off between these two factors for a fixed
M and J. We may choose a prototype filter with N = min{%, %} for a good frequency invariant property,
but when the number of interferences increases and becomes larger than (min{%, % — 1), the array will not
be able to null out the additional interferences. Therefore we may need to sacrifice the frequency invariant
property a little to increase N and design more independent beams. The loss in frequency invariant property
can be compensated by the gain in the increasing number of independent beams. As a result, the interference
cancellation ability of the array is improved. We will give some results to show this trade-off in our simulations.

The next question is, provided the length of the prototype filter N, how to design NV independent frequency
invariant beams. We will propose a DFT-modulated method in the next section with the beam directions
uniformly distributed in the spatial space and their independence guaranteed inherently.

4. DFT-modulated Design of the Frequency Invariant Beamformers

Before we proceed further, we want to give a sufficient condition with which the P beams formed by P
general prototype filters h,, p =0,1,..., P — 1 are linearly independent. This condition is stated as follows.

e As long as for the p—th frequency response H,;(ejﬂ), p=0,...,P—1, there exists a point () = Q;,
where H;(e/%) # 0 and all the remaining frequency responses H,;(¢/%) = 0, the set of frequency
responses Hp(ejﬂ)7 p=20,1,..., P —1, and hence the set of beams formed by them will be linearly
independent.

The proof is given in the following. Consider the equation (5) again. Taking the transpose of both sides and
then multiplying the equation with the vector [1e/? ... e/N=DT we arrive at

0= Oono(ejQ) + CtlHl(ejQ) + -+ Ctplepfl(ejQ), (7)
For p = 0, put the value Q2 = )y into the above equation, we have
0= agHo(e’) + oy Hy (") + -+ ap_1Hp_1(e7) = agHo(e?*) + 0+ --- 4 0. (8)

As Ho(e’*%) # 0, we have g = 0. Similarly, we have o, = 0, p = 0,1,..., P — 1. Therefore, for (7) to
hold, all the P scalars must be zero, that is, both the vectors h, and frequency responses Hp(em) are linearly
independent. The proof is complete.

In [5], the main direction of a beam was arranged to coincide with nulls (zero responses) of all other beams.
From the above proof, clearly, this arrangement guarantees the independence of the beams. However, in [5], the
authors were simply using the existing nulls of the prototype filter, so the direction of the auxiliary beams can not
be controlled by the designer and they can point to anywhere depending on the chosen lowpass prototype filter.
Here we propose a DFT-modulated method for the design of the independent frequency invariant beamformers,
where the beam directions are uniformly distributed in the spatial domain and their independence is guaranteed
inherently.

Assume the impulse response of a lowpass filter is h[n], n = 0,1,..., N — 1. Based on h[n|, we can obtain
the response h,, of the p —th prototype filter for the p —th beam shape design by the following DF'T modulation

2pnm

hpn = h[n]e’ " F . (9)

In the frequency domain, this modulation shifts the response of original prototype filter h[n] along the frequency
2pm

axis by =BT, If the z-transform H(z) of h[n] can be expressed as
P-1

H(z)= [[(a -2, (10)

p=1

then after modulation, the main direction of the P resultant beams will coincide with the nulls of the other
beams, hence these beams will be independent. Note in this case, we have P = N, i.e., the number of independent
beams formed will be the length of the prototype filter.

For the main directions of these beams, we have

2pm for 2% < 2p for 22 < 1
0 — P P s
7rsm<9—{2p;r_27r forQ%’TZﬂ :>sm9—{%,_2 for%El , (11)
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for p=0,1,..., P — 1. They are uniformly distributed in the sin # domain, where the first beam point to the
direction sinf = 0 will be the main beam and the others will be the auxiliary beams. Fig. 3 gives an example
of the desired beam shapes with P = N = 5, where it can
be seen clearly that each of the five beam directions coincides
with the nulls of the other beams. Once we obtain the P desired
beam responses H, (/™" %), we can follow the procedures given
in [8] to obtain the coefficients of the corresponding beamform-
ers.

One point to note is, in general, the H,(e/™*"%) obtained
by DFT modulation is of complex value for different 6 that is,

magnitude response/[dB]
| | | |

Hy(e™5n7) = 4, (6)e () (12)

0

where A,(0) and B,(6) are some real functions. The change of 7 T ooatsm
both A,(6) and B,(#) with respect to different 6 will lead to
a more complicated (£21,€2s) pattern for the design, which will
require more coefficients in the temporal domain and therefore
larger dimension of the array. As A,(#) contains enough information about the shape of the beam response, we
can ignore the phase part B, () and our results show that in this way we can significantly improve the frequency
invariant property of the beams with the same array dimensions.

Figure 3: The desired beam shapes with P =
N =5 formed by DFT modulations.

5. Simulations

To show the trade-off between the frequency invariant property and the number of linear independent
beams, the spatial and temporal dimensions of the frequency invariant beams are fixed as M = 14 and J = 16.
According to [5], ideally we should use a prototype filter of length |14/3] = 4 for the design of the 4 FIBs.
Fig. 4 shows the pattern of the main beam based on a 4-tap filter over the bandwidth [0.47;0.97].
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Figure 4: The magnitude response of the main beam over the bandwidth of [0.47;0.97], based on a 4-tap and
a 6-tap prototype filter, respectively.

The signal of interest comes from broadside and with a signal to interference ratio (SIR) of -20 dB and signal
to noise ratio (SNR) of 20dB. Five interfering signals come from the angles of 20°, -25°, 45°, -50°, and -80°,
respectively. Both the interfering signals and the signal of interest have a bandwidth of [0.47;0.97]. We used a
normalised LMS algorithm for adaptation. The learning curve with a stepsize of 0.01 is shown by the dashed
line in Fig. 5. As the number of interfering signals are 5, which is larger than 4 — 1 = 3, the number of auxiliary
beams, the 4-beam adaptive array can not null out all of the interferences, although all of the beams have a
very good frequency invariant response over the interested bandwidth [0.47;0.97]. As a result, the learning
curve only reaches a level of 15dB. In order to improve its performance, we need to sacrifice the frequency
invariant property a little. So, we increased the length N of the prototype filter to 5, and 5 independent beams
were obtained. The learning curve of this new system with the same stepsize is shown by the dotted line in
Fig. 5. Compared to the 4-beam array, the ensemble mean square residual error has been reduced to about
8 dB. We can further to improve the performance of the system by designing 6 independent beams based on a
6-tap prototype filter (N = 6). The frequency invariant property of the main beam in this case is also shown in
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Figure 5: The learning curves for different number of independent beams.

Fig. 4, which is clearly not as good as that of NV = 4. However, as there are more independent beams formed in
this array, a further improvement of more than 10 dB has been achieved, as shown by the solid line in Fig. 5.

6. Conclusions

An analysis of the broadband beamspace adaptive array has been provided and it is shown that in order to
improve the interference cancellation capability of the array, we may need to sacrifice the frequency invariant
property of the beams to some degree for more linearly independent beams. We also proposed a DFT-modulated
design of the frequency invariant beams employed in the broadband beamspace adaptive array, where the
beam directions are uniformly distributed over the spatial domain and the linear independence of the beams is
guaranteed inherently. Simulation results verified our analysis and the proposed method.
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A Subspace-based Robust Adaptive Capon Beamforming

G. S. Liao, H. Q. Liu, and J. Li
Xidian University, China

Abstract—Adaptive beamforming suffers from performance degradation in the presence of mismatch between
the actual and presumed array steering vector of the desired signal. This idea enlightens us, so we propose a
subspace approach to adaptive beamforming that is robust to array errors based on minimizing MUSIC output
power. The proposed method involves two steps, the first step is to estimate the actual steering vector of
the desired signal based on subspace technique, and the second is to obtain optimal weight by utilizing the
estimated steering vector. Our method belongs to the class of diagonal loading, but the optimal amount of
diagonal loading level can be calculated precisely based on the uncertainty set of the steering vector. To obtain
noise subspace needs eigen-decomposition that has a heavy computation load and knows the number of signals
a priori. In order to overcome this drawback we utilized the POR, (Power of R) technique that can obtain noise
subspace without eigen-decomposition and the number of signals a priori. It is very interesting that Li Jian’s
method is a special case where m = 1, and the proposed subspace approach is the case where m — 00, so we
obtained a uniform framework based on POR technique. This is also an explanation why the performance of
the proposed subspace approach excels that of Li Jian’s method. The excellent performance of our algorithm
has been demonstrated via a number of computer simulations.

1. Introduction

Array signal processing has wide applications in radar, communications, sonar, acoustics, seismology, and
medicine. One of the important tasks of array processing is beamforming. The standard beamformers include
the delay-and-sum approach, which is known to suffer from poor resolution and high sidelobe problems. The
Capon beamformer adaptively selects the weight vectors to minimize the array output power subject to the linear
constraint that the signal of interest (SOI) does not suffer from any distortion [1]. The Capon beamformer has
better resolution and interference rejection capability than the standard beamformer, provided that the array
steering vector corresponding to the SOI is accurately known. In practice, the knowledge of the SOI steering
vector may be imprecise, the case due to differences between the presumed signal steering vector and the actual
signal steering vector. When this happens, the Capon beamforming may suppress the SOI as an interference,
which result in array performance drastically reduced, especially array output signal-to-interference-plus-noise
ratio (SINR) [4].

In the past three decades many approaches have been proposed to improve the robustness of the Capon
beamforming. Additional linear constraints, including point and derivative constraints, have been imposed
to improve the robustness of the Capon beamforming [2,3]. However, for every additional linear constraints
imposed, the beamformer loses one degree of freedom (DOF) for interference suppression. Moreover, these
constraints are not explicitly related to the uncertainty of the array steering vector. Diagonal loading (including
its extended versions) has been a popular approach to improve the robustness of the Capon beamformer [4].
However, for most of the diagonal loading methods, determining the diagonal loading remains an open problem.
Recently there are some methods been proposed (for examples, [5-7] and reference therein) to this point.

Mismatch between the presumed steering vector of the SOI and the actual one result in drastically reduced
array SINR, therefore if we can estimate actual steering vector of the SOI, robustness of the array will be
improved. In this paper, from the point of view of the subspace we propose a novel robust Capon beamformer,
which involves two steps, the first step is to estimate actual steering vector of SOI, and the second is to calculate
optimal weight by Capon method. The rest of this paper is organized as follows. Section 2 contains background
material. In section 3, the robust Capon beamformer is developed. Computer simulation results illustrating
the performance of the robust Capon beamformer are presented in Section 4. Finally, Section 5 contains the
conclusions.

2. Background

2.1. Signal Model
We consider the standard narrowband beamforming model in which a set of M narrowband plane wave
signals, impinge on an array of N sensors with half wavelength spacing, where M < N. The N x 1 vector of
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received signals is given by

M—1
=Y alm)sm(t) +n(ty), k=1,2,...,L (1)
m=0
where $,,(t;),m =0,.. —1; k=1,2,..., L are the source signals snapshots,
a(@m) _ [l,efjfrmne,n’ o 67]7r(N7 )sm@m]
is the steering vector in the direction 6,,, and n(t;), £ = 1,2,..., L are the vectors containing additive white

noise samples, L is the number of the snapshots. Also, in this paper, the sources and noise are assumed to be
statistically uncorrelated.

We assume that one of the signals is the desired signal, say so(t), and treat the remaining signals as in-
terferences. Since so(t) is uncorrelated with the noise and interferences, the data covariance matrix has the

form, M1

R = o2a(f ZokaOk 0k) +Ryp 2R, + Ry, (2)

where R, = oda(6y)a (), 02 = E{|s;(tx)|?} is the power of ith signal, and R, is the interference plus noise
covariance matrix. In practice, the covariance matrix R is estimated by

1L

: H

= Z Z XnXy (3)
n=1

where all received signals have zero means and L samples are independent.

2.2. Capon Beamforming
The Capon beamforming is as follows.
Determine the N x 1 vector w that is the solution to the following linearly constrained quadratic minimiza-
tion problem,
minw?/Rw s.t.wfa(fy) =1 4)

w
where a(fy) is presumed steering vector of the desired signal.
Appling Lagrange multiplier method results in the following solution,

R 'a(h
wp = — v _atbo) (5)
a (00)R 3(00)
The array mean output power pg is 1
Po = = —1_ (6)
aH (90)R 3(90)

The Capon beamformer has better resolution and much better interference rejection capability than the
standard beamformer, provided that the presumed array steering vector of the SOI match actual array steering
vector precisely. In practice, the exact steering vector of the SOI is unavailable or its measure/estimation is
imprecise, therefore, we only use the presumed a(fp) instead of the actual a(fy) in the Capon beamformer, and
the mismatch between the exact steering vector and the presumed one may drastically degrade the performance
of the Capon beamformer.

The array output SINR can be written as,

g Flwllso®P) oRlwila(6) -

HRZ n M1
Wo Hi+nWo ( S o2a(0)a (0)) + R, )
k=1

where 02 = E(|so(t)]). Inserting (5) into (7) yields,
2 ‘a 90) H—n (90)|

00—
H(HO) 7,+n (90)
where a(fp) is the actual steering vector, then (8) can be rewritten as:

el GOLICh )|
(af’(60)R;,a(6o)) (2 (60) R, a(6o))
SINR,,, - cos®(a(6o),a(0o); R;3L,) (9)

SINR =

SINR = o2a™ (p)R; .} a(bp) x
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where SINR,,, = o2a'? (69)R;},a(f) and cos?(-) is defined as,

|aH Zb|2
(afl Za)(b" Zb)
Clearly, 0 < cos?(a, b; Z) < 1. Therefore, array output SINR is reduced due to mismatch between the presumed

steering vector of the SOI and its true value.
In recent years, diagonal loading (DL) is a popular approach to 1mpr0V1ng the robustness of Capon beam-

cos’(a,b; Z) = (10)

former to the mismatch above. In DL methods, the data covariance R is replaced by R+71 where ~ is positive
constant (see reference [4-6] for details). The DL method proposed in [4] is used in Section 4 for comparisons.
In the following section, a novel robust beamforming is developed to alleviate the effects of the steering vector
mismatch on the SINR performance of Capon beamformer.

3. Robust Capon Beamforming

The robust beamforming problem we will deal with in this paper can be briefly stated as follows: Extend the
Capon beamformer so as to improve array output SINR even only an imprecise knowledge of steering vector
a(fp) is available. To simplify the notation, in what follows, we sometimes omit the argument 6 of a(d) and
a(f). We assume that the only knowledge we have about a(fy) is that it belongs to the following uncertainty

[5] SV H -1 -
[a(6p) —a]"C "[a(fy) —a] <1 (11)

where C are given positive definite matrix.

As shown above, array performance loses will occur in the presence of mismatch between the presumed and
actual steering vectors of the SOI. If we estimate the actual steering vector of the SOI as more precise as we can,
then performance of the beamformer will be improved. The proposed robust Capon beamforming is based on
this idea. From subspace theory we know that the actual steering vector of desired signal is orthogonal to noise
subspace, our approach is based on the optimizing the projection of signal steering vector onto noise subspace.
The steering vector is normed as ||a||> = afa = N. To derive our robust Capon beamformer, we use following
constrained optimization

mina? U, U a
st(a—a)fC'(a—a)<1 (12)
lal[* = N

where a is known to us in advance, but has error (mismatch to the actual steering vector of the SOI). U, is the
noise subspace, which is obtained by the eigen-decomposition of R. To make up the noise subspace, we assume
that the number M, of plane waves impinging on the array is known a priori. We use this assumption only for
derivations and cancel it later. Note that we can improve the estimation accuracy of the actual steering vector
of the SOI from (12), and then obtain optimal weight wo by Capon method.

Without loss of generality, we will consider solving (12) for the case in which C = €I, (e is user parameter),
then, (12) becomes

mina? U, U a
stl]la—all*<e (13)
lal[* =N

We use the Lagrange multiplier methodology again, which is based on the function
L(a,\,p) = a’U, Ua + u(2N — e —afla —afla) + A(afla— N) (14)

where > 0, A > 0 are the Lagrange multiplier.

Hence, the unconstrained minimization of (14) for fixed p, A, is given by
oL A
% =2U, Ua — 2,8 + 20a =0 (15)

Clearly, the optimal solution of a is
a=p(U, U8 £ a11a (16)
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Inserting & into (14), minimizing L(a, A, 1) with respect to p gives

; . 2N — ¢
Then, we obtain = - — (18)
2a’(U, U, + A\I)~'a

Inserting 4 into (14), minimizing Lagrange function with respect to A yields

L(i’f’ AP/ PO N (19)

and the following equation can be derived,
a’(U,uf +\n—2a N 20
@"(U U A a2 (v - )2 o

Then, the solution of A can be obtained by some simple manipulations.

Substituting (18) into (16) yields N
g (18) 16)y e, (U, U 4 A1)'a

a=(N-—=< ~
( )éH(UnUf +AI)-la

2

To summarize, the proposed robust Capon beamforming consists of following steps.
The algorithm:
Step 1: Calculate data covariance matrix, i.e.,

1L
R = Enz::lxnxf

Step 2: Compute the eigen-decomposition of R and obtain the noise subspace U,,.
Step 3: Solve A in (20).
Step 4: Use the A in Step 3 to calculate H 4

e, (U,U, +AI)la

a=(N-< -
( )éH(UnUnH +AI)-1a

; (22)

Step 5: Compute optimal weight by Capon method, i.e.,
wo=aR & a=——— (23)

The proposed robust beamforming belongs to the class of diagonal loading, but the optimal amount of
diagonal loading level can be precisely calculated based on the uncertainty set of the steering vector. In the
Section 4 computer simulation results demonstrate excellent performance of the proposed algorithm.

In order to avoid eigen-decomposition and knowing the number of signals a priori, we use the POR approach
to obtain noise subspace. In [8], R is decomposed by EVD as

B As+021 0] [UH
where A = diag{6?,...,83,}, Us denotes the signal subspace. It approximates the noise subspace of R based
on R™™ (m is a positive integer). Accordingly
O'g R™= UnUnH + Usdzag{ ((53 - U%> }U? (25)

Clearly, (02/(62+02))™ is less than 1 and converge to zero for sufficiently large m. Theoretically, lim,, o, 02mR™"™" =
U, UX . As result, we modify the criterion (12) and consider the following POR cost function

. A —m
mina’R  a
a

stlla—al*<e (26)
lall* = N
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By contrast, the (26) avoids estimating that dimension directly. Moreover, as m — oo, the proposed the POR
beamforming method in (26) converges to the subspace one in (12), and it can be shown that the performance
of the POR method for finite m will converge to the subspace one through computer simulation. We compared
our method with previous one in [6], where m = 1 in the section 4.

50 T T T T T T T T T 50 T T T T T T T T T
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Figure 1: Output SINR versus different SNR, pointing errors A = 3°, for (a) ¢ = 0.7, for (b) e = 7.
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Figure 2: The Output SINR versus pointing errors for (a) ¢ = 0.7, for (b) e = 7.

4. Computer Results

Our main motivation of simulation is to demonstrate the performance in the presence of some errors in the
steering vector. In all of the examples considered below, we assume a uniform linear array (ULA) with N = 20
sensors and half-wavelength spacing is used. The sources emitted mutual independent narrowband waveforms.
All the results are achieved via 50 Monte Carlo trials.

In the first example, we consider the effect of the pointing error of the SOI on array output SINR. The exact
direction of arrival of SOT is g, of which assumed value is 6y + A, i.e., a(6y) = a(fp + A). We assume that a(y)
belongs to the uncertainty set

la(fo) —a(fo)||* < e (27)
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where ¢ is a user parameter. Let g = ||a(f) —a(fo)||?. Then, choosing ¢ = ¢¢. However, since A is unknown in
practice, the € we choose may be greater or less than 9. To show that the choice of ¢ is not a critical issue for
our algorithm, we will present simulation results with several values of € in equation (21). In this example, the
directions of the SOI and an interference source are 6y = 30°, 8; = —30°, respectively. The assumed direction
of the SOI is 6y + A = 33°, which results exact g = 5.7750. The interference-to-noise ratio (INR) is 40 dB.

Figure 1 plots array output SINR versus the SNR of the SOI when the number of snapshots is set to be
L = 100. It is observed that the proposed algorithm (12) performs better than other two algorithms at all input
SNR. Also, since the error in steering vector of SOI is relatively large and cannot be negligible, the standard
Capon beamformer and its diagonal loading version suffer from severe performance degradation when SNR
increases. However, the proposed beamformer has SINR loss of 5dB when SNR = 20dB. The proposed the
POR method for different m over various input SNRs is also illustrated in Figure 1. Obviously, the Output
SINR for m = 2 and m = 3 all converge to subspace approach (12), the counterpart for m = 1 [6] has the large
output SINR loss.

Figure 2 shows the array output SINR curve versus the pointing errors, in which SNR = 0dB, INR = 20dB,
L =100. In this figure, the excellent performance achieved by the proposed algorithm is observed, which shows
the robustness to the pointing errors. It is noted that, similar to other robust approaches, our method will
worsen if there is/are strong interference spatially closed to the SOI. The reason is that for a given uncertainty
region (11), the solution of a in optimization (12) is converge to the strong interference source. Also, it can
be seen that the Output SINR of the proposed POR method increases as m increases, with m = 3 has same
performance with subspace one (12).

5. Conclusion

In this paper, we discuss the performance degradation due to the presence of steering vector uncertainty of
the SOI, such as, direction of arrival estimation error, finite number of snapshots, and array response error, etc.
A robust Capon beamformer is developed by utilizing the orthogonality between signal and noise subspace. A
more accurate estimate of the actual steering vector of the SOI is obtained via constrained optimization, by
which the optimal weight is computed according to Capon beamforming. We have shown that the proposed
algorithm belongs to the class of diagonal loading approaches, and the optimal amounts of diagonal loading can
be precisely calculated. In order to avoid eigen-decomposition and knowing the number of signals a priori, we
have proposed a POR-based robust beamforming scheme. It significantly outperforms the method proposed in
[6] and converge to the subspace one (12). The excellent performance of our algorithm has been demonstrated
via a number of computer simulations.
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Pyroelectric arrays are widely used for detection of UV-VIS and IR radiation. For their derivative sensor
characteristic with respect to temperature their application is addressed to modulated and impulsive radiation.
Also for this type of sensors, novel applications require detailed process study and custom signal processing.

For whichever industrial laser application, source diagnostic (temporal waveform, peak amplitude and beam
pointing stability, divergence, power density mapping) is claimed, especially for the most involved parameters
which determine the efficiency of the process.

Continuos Wave CO4 laser systems used for cutting metal slabs have long tube arms of large section (5cm
diameter) with knobs supporting mirrors which necessitate to be aligned. To this aim the authors developed
large area (5 x 5cm?) 8 x 8 elements matrix arrays for a detailed evaluation of the laser spot inside the arm
section and its centroid determination. As laser bursts of duration and delay depending on power are currently
used for the alignment, we processed the sensor signal for the attainment of the temporal waveforms first of
all. Due to the coherence of the laser source one array element is sufficient to diagnostic the laser temporal
waveform for source diagnostic. Improved temporal resolution was obtained with special filters extending the
flat response region of the sensor bandwidth to higher frequencies. We analysed the bursts and registered the
time characteristic of CW regime attainment after the initial transient.

The signals from the matrix arrays were processed after this time by an ACF2101 Burr Brown (switched dual
integrator) with sample & hold function synchronized for all array elements. The front-end analog electronics is
formed by 64 dual integrators which, together with the sensors array, constitute the whole device that is fixed
at the laser system arm sections. The integrated signals were A/D converted with 10 bits by an Hitachi 32 bit
microcontroller equipped with 8 input ports switched by a multiplexer 1 to 8 in a separate device connected
to the sensor head. In the electronic design, we optimised the degree of insulation in the hold phase, and we
performed the evaluation of the off-set voltages and their influence both on the intensity distribution and the
beam spot centroid determination. The first goal was reached by inserting a resistance in parallel with each
element and an insulation better than 1% (corresponding to a current two order of magnitude lower than the
maximum pyroelectric current).

The signal processing allows for matrix calibration trough normalisation of all the elements responses to the
highest value measured in a preliminary calibration phase with a laser of high stability. Owing to the measured
linearity in a wide power range (up to 1.5 kW) and different times integration (4-100) ms, the processing allows
the choice of the proper time integration for better signal-to-noise ratios with different laser powers. The off-set
voltages contributing with noise to an integrated signal also without laser bursts were suppressed by reciprocal
subtraction of two-without and with laser burst- sequential acquisitions. Stability of centroid estimation of the
order of 0.5 mm has been achieved with 1.5 kW CW Laser in industrial environment.
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Optimal Sensor Placement for the Localization of an Electrostatic
Source

B. A. Kemp, T. M. Grzegorczyk, and J. A. Kong
Massachusetts Institute of Technology, USA

Electrostatic disturbance sensors have been developed for the passive detection and discrimination of charged
bodies [1,2]. Some proposed applications require the determination of source location or direction of arrival of
a small charged object [2], which may be adequately modeled as a moving point charge. Source localization
is an inverse problem in that the unknown coordinates of the electrostatic source at some instant in time are
determined by the potential measurements from electrostatic disturbance sensors at known locations. This
problem is solved by a multidimensional Newton search in the solution space. The solution is the iterative
maximum likelihood (ML) estimator in additive white Gaussian noise (WGN), meaning that its performance
is efficient in low noise. Since the estimator is iterative, a closed form expression for the solution variance
cannot be determined. However, we show via numerical experiment that the iterative electrostatic localization
estimator achieves the Cramer-Rao Lower Bound (CRLB) for low measurement noise. Therefore, the closed
form expression of the CRLB can be used to represent the performance measure of the iterative estimator in
low noise. We apply the expression for the CRLB to optimize the placement of electrostatic disturbance sensors
such that for a specified estimator error tolerance, the sensor coverage is maximized at a known measurement
noise level. We demonstrate the concept by numerical implementation for the 1D localization problem.
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Amplitude Estimation of Multichannel Signal in Spatially and
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Abstract—This paper examines the problem of complex amplitude estimation of a multichannel signal in the
presence of colored noise with unknown spatial and temporal correlation. A number of amplitude estimators are
developed, including the optimum maximum likelihood (ML) estimator, which involves nonlinear optimization,
and several suboptimal but computationally more efficient estimators based on least-squares (LS) or weighted
LS (WLS) estimation. The Cramér-Rao bound (CRB) for the estimation problem is presented. Numerical
results are presented to illustrate the performance of these estimators with or without training data.

1. Introduction

Amplitude estimation occurs in numerous signal processing applications. A survey of amplitude estimation
techniques for sinusoidal signals with known frequencies in colored noise is found in [1]. While [1] is primarily
concerned with single-channel sinusoidal signals, we consider amplitude estimation of an arbitrary multichannel
signal observed in space and time using a sensor array. The observed data is contaminated by a spatially and
temporally correlated disturbance signal with unknown correlation. Among other applications, this problem is
encountered in an airborne radar system equipped with multiple antennas (e.g., [2]), where the multichannel
signal refers to the space-time steering vector of the antenna array, the amplitude refers to the radar cross section
(RCS) of a target, and the disturbance lumps together the thermal noise, radar clutter, and other interferences.
Amplitude estimation within such a context would be useful for estimating the spatial and temporal correlation
of the disturbance, developing effective target detectors, and finding solutions to several other relevant problems.

To account for its temporal and spatial correlation, our approach is to model the disturbance as a multichan-
nel autoregressive (AR) process. Using extensive real radar data, [2] has shown that multichannel AR models
are appropriate and offer efficient representation of the disturbance signal in airborne radars. Our paramet-
ric approach to the modeling of the disturbance is another major distinction compared to the non-parametric
approach of [1]. Based on the parametric approach, our problem of interest is to find estimates of the signal
amplitude, the AR coeflicient matrices, and the spatial covariance matrix of the multichannel signal that drives
the AR model. In the sequel, we first examine the optimum ML detector, and show that it involves nonlinear
optimization. We then introduce several suboptimal but computationally more efficient LS and WLS amplitude
estimators, which can be used to initialize the nonlinear searching involved in the ML estimator. The CRB
for the estimation problem is presented as a performance baseline. In our numerical comparison of the differ-
ent estimators, we focus on the case with no or very limited training data, which is of particular interest for
applications in non-stationary or dense-target environments (e. g., [3]).

2. Data Model and Problem Statement

The observed noisy multichannel signal x¢(n) can be written as
xo(n) = as(n) +d(n), n=0,1,...,N —1, (1)

where all vectors are J x 1 vectors, .J is the number of spatial channels, N is the number of temporal observations,
s(n) denotes the signal vector that is assumed known but with unknown complex amplitude «, and d(n) denotes
the disturbance that is correlated in space and time. In addition, there are a set of disturbance-only training
(i.e., « = 0) data xx(n), k =1,2,..., K and n = 0,1,..., N — 1, available to assist amplitude estimation. In
radar systems, training data may be obtained from range cells adjacent to the test cell. However, training is
generally limited or may even be unavailable, especially in non-stationary or dense-target environments [3]. We
consider amplitude estimation with and without training; in the later case, we have K = 0.

Let xj, = [xF(0), xF (1), ..., xF (N —1)]T, and d and s are formed similarly from d(n) and s(n), respectively.
It is assumed that the training data {x;}X_ ; and d are independent and identically distributed (i.i.d.) with
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complex Gaussian distribution CA/(0,R), where R denotes the unknown space-time covariance matrix. A
J-channel AR process is used to model the disturbance:

xx(n) — as(n) = —Z:Zl AT (p){xp(n —p) —as(n —p)} +ex(n), k=0,1,...,K, (2)

where {AH (p)};—, denote the unknown J x J AR coefficient matrices and e;(n) denotes the driving spatial
noise with distribution CA/(0, Q), where Q denotes the unknown .J x J spatial covariance matrix. With some
notational abuse, we have o = 0 (i. e., disturbance-only) for k # 0 in (2). To focus on the amplitude estimation
problem, we assume the model order P is known. In practice when P is unknown, it can be estimated by using
a variety of model selection techniques [4].

The problem is to estimate the amplitude «, which is the signal parameter of primary interest, as well as
nuisance parameters {A™ (n)} and Q, from observations {x(n)}.

3. Amplitude Estimators

For compact presentation, let A” £ [A®(1),..., A¥ (P)] € C’*/P which contains all the coefficient matrices
involved in the P-th order AR model, y,(n) £ [xf(n —1),...,xF(n — P)]T which contains the regression
subvectors formed from the observed signal x or the k-th training signal x;,, and t(n) = [s”(n —1),...,s7(n—

P)]T, which contains the regression subvectors formed from the steering vector s. In the following, we first
consider the optimal ML estimator, followed by the suboptimal LS and WLS estimators.
3.1. Optimal ML Amplitude Estimator

In Appendix 1, we show that the ML estimator of « is given by

~ . A ~H o1 A
Qyrp = min Riz(a) = Ry ()R, ()R ()

; 3)

where the correlation matrices are given by

R,.(a) = Z::; [x0(n) — as(n)][xo(n) — as(n)] + Z::; Zszl xp(n)xi (n), 4)
Ryy0) = 3 [yo(n) — at(m)]lyo(n) — ot@]” + 3" S vyl (), (5)

~ N-1

Ryo(0) = 3 [yo(n) — at(m)]xo(n) —asm]” + 3 3" yi(m)xf(n). (6)

Although statistically optimal, there is no closed-form expression for the above ML estimate. The cost function
(3) is a highly nonlinear bivariate function (« is complex-valued). A brute-force exhaustive search over the
two-dimensional parameter space is generally impractical. Alternatively, we can resort to Newton-like iterative
nonlinear searches, providing an initial estimate of « is available. Next, we discuss suboptimal estimators that
can be used for initialization.
3.2. LS Estimator

A linear LS amplitude estimator based on xqg only is given by

SHXO

; (7)

which ignores the coloredness of the disturbance signal. Albeit simple, the LS estimator is useful when training
is unavailable. In addition, it can be used in combination with the WLS amplitude estimator presented next
for improved estimation accuracy.
3.3. WLS Estimator

Suppose we have some initial estimates of A and Q, denoted by A and Q, respectively. Then, as shown in
Appendix 2, a WLS amplitude estimator is given by

ars =
sfs

N s + S A ()s(n - p)}TQ xo(n) + S8 AT (p)xo(n — p)}
awLs = : (8)

SN s(m) + 28 A (p)s(n — p)YQ - s(n) + S0, A (p)s(n —p)}

To find initial estimates A and Q, we consider two cases with and without training. First, if training is available
(i.e., K > 1), an ML estimator based on only the training data can be used to estimate A and Q. Following
similar steps in Appendix 1, we can show that the training-only ML estimates are given by
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~H CH .1
A = Ty tlyy s (9)
; 1 » ~H -1 .
Q = m (Rmz,t - Rywthyy,tRyx,t), (10)

R, = ZT]:/:_; Zle xi(n)xH (n), and Ry,; and Ry, are correlation matrices formed similarly as in (5) and
(6), however, using only the training signals.

On the other hand, if no training data are available (K = 0), we can create artificially one “training signal”
by by subtracting. drgs(n) from the observed signal, i.e.,

- A N
Xp = Xo — LSS

where arg is given by (7). Then, the training-only ML estimator (9) and (10) can be used to estimate A and
Q as if K = 1. Finally, it is noted that once the WLS estimate Ay s is obtained, it can be used to update
estimates of A and Q. We can iterate the above procedure a few times.

} AR(2),K=0,N=32,J=4 AR(2),K=0,N=128,J=4
10 — T T = 10 T T T

4 : s f E : O LS H

u - WLST ]

X WLS2

oA

10° | I I 1 102 I I I I
0 5 10 15 20 25 0 5 10 15 20 25
SINR(dB) SINR(dB)
Figure 1: MSE of the signal amplitude estimate & Figure 2: MSE of the signal amplitude estimate &

versus the input SINR when J = 4, N = 32, and versus the input SINR when J = 4, N = 128, and

K=0. K =0.
AR(2), K=1, N=16, J=4 AR(2), K=1, N=64, J=4
1 1
10 T T T = 10 ¢ T T T T =
X WLS { £ : X WLS
o-ML [l b ©O- ML ]
—— CRB H —+— CRB |

3
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Figure 3: MSE of the signal amplitude estimate & Figure 4: MSE of the signal amplitude estimate &
versus the input SINR when J = 4, N = 16, and versus the input SINR when J = 4, N = 64, and
K=1. K=1.

4. Cramér-Rao Bound

The CRB provides a lower bound on the variance of the parameter estimates obtained by any unbiased
estimators, and it can be used to access the accuracy of various amplitude estimation schemes. It can be shown
that CRB for the signal amplitude estimation is given by
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CRB(a) = [Zf_; {s+ X A" wstn-n} @ s+ X7 astn - p>}] Sy

5. Numerical Results

We present numerical results to compare the proposed amplitude estimation schemes. In the following, the
SINR is defined as SINR= |a|?s”R™'s where R is the JN x JN joint space-time covariance matrix of the
disturbance d. For the no training case (K = 0), we consider 1) LS amplitude estimator given by (7); 2) WLS1
amplitude estimator given by (8) with estimates A and Q obtained by using the artificially created training
signal; 3) WLS2 estimator which extends WLS1 with another iteration; 4) ML amplitude estimator given by
(3). For the case when training is available (K > 0), we consider 1) WLS amplitude estimator given by (8)
along with (9) and (10); 2) ML amplitude estimator given by (3). In both cases, the CRB (11) is included.

Figures 1 and 2 depict the mean-squared error (MSEs) of the various amplitude estimates versus the input
SINR. We can see that 1) the MSE of WLS1 estimator is slightly larger than the CRB when N = 32, but is
close to the CRB when N = 128; 2) as N increases, the MSEs of the WLS1, WLS2, and ML estimators are
getting close to the CRB; 3) the MSE of the LS estimator is away from the CRB even at N = 128.

Figures 3 and 4 depict the MSEs of the various amplitude estimates versus the input SINR when very limited
training is available (K = 1). It is seen that as N increases, the WLS estimates are close to the ML estimates
and the CRB.

6. Conclusion

We have examined the problem of amplitude estimation of a known multichannel signal in the presence of
a temporally and spatially correlated disturbance signal. To deal with temporal and spatial coloredness, the
disturbance signal is modeled as a multichannel AR process with unknown AR coefficient matrices and spatial
covariance matrix. We have derived the ML estimate of the signal amplitude which involves two-dimensional
nonlinear searches. We have also introduced several suboptimal LS and WLS estimators that can be utilized to
initialize the searching.
Appendix 1: Derivation of ML Estimators

The exact maximization of the joint PDF or likelihood function with respect to the unknown parameters
produces a set of highly nonlinear equations that are difficult to solve. For large data records, the likelihood func-
tion can be well approximated by a joint conditional PDF (12) conditioned on {xj(n)}- =0}, k=0,1,..., K [5].
For brevity, the conditional PDF is referred to as the likelihood function henceforth. The loglikelihood function
is proportional to (w1th1n an additive constant) [6]

— Lln|Q|_Zk:1 anp { Z A (p)xp(n — p)] - [ )+ Z A (p)xp(n —p)
Yot~ astm) + X7 AT @)l )~ as(n - p)}} Q!
X {{xo( —as(n)} + Z A (p){xo(n —p) — as(n — p)}] (12)

where L = (K + 1)(N — P). Taking the derivative of the likelihood function with respect to Q and equating

the result to zero produce the ML estimates of Q given o and A:

P H

Qla.A) 2{2?_1 ! [xk<n>+zf_1AH<p>xk<n—p>} )+ X A=)
N—-1

+ Zn:P
« fxat) — asto) + 37 A" ) so(n )~ s - )] } . (13)

[Dxo() — as()) + 31 A" () (sl ~ ) — s~ )]

Substituting the above Q back in the likelihood function, we find that maximizing the loglikelihood reduces to
minimizing |Q(a, A)|. Therefore, the ML estimates of v and A can be obtained by minimizing |Q(a, A)| with
respect to o and A. In turn, we can get the ML estimate of Q by replacing o and A with their ML estimates
n (13). Next, observe that
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LQ(a, A) = Ruu(a) + A Ry(a) + Ry (0) A + ARy, (a)A
X L 0. (14)

= (AR ()R, (0)) Ry (0) (ATHRIL (@R, () +Rus0) ~ Rip (@R, (0)Rys ()

() is non-negative definite and the

where the correlation matrices are given by (4), (5), and (6). Since R yy
> Q(a, A)|s_a(n) Where

remaining terms in (14) do not depend on A, it follows that Q(a, A)
&Y A1
)= Ry ()R, (o). (15)
When Q(a A) is minimized, the estimate A (@) of A" will minimize any non-decreasing function including
the determinant of Q(e, A)) [7]. Hence, A () is the ML estimate of A” given a. Replacing A in (14) by
AH(a) yields the ML amplitude estimator (3).

Appendix 2: Derivation of WLS Estimator
Suppose that Q and A are known. Then, taking the derivative of the loglikelihood function (12) and setting
the result to zero yield

az { +Z s(n — P)}HQ_l{S(n)—l—Z::lAH(p)s(n—p)}
—Zf_;{s<n>+Z:_1AH<p>s<n—p>}HQ—1{ o)+ 0 Aol =) f 0.

By solving (16), we have the ML estimate of . It is different from the ML estimate (3) which assumes Q and
A are unknown. In practice, Q and A are unknown. If these matrices are replaced by their estimates Q and
A the resulting WLS estimator is given by (8).

(a

(16)

Acknowledgement
This work was supported by the Air Force Research Laboratory under contract number FA8750-05-2-0001.

REFERENCES

1. Stoica, P., H. Li, and J. Li,, “Amplitude estimation of sinusoidal signals: survey, new results, and an
application,” IEEE Transactions on Signal Processing, Vol. 48, 338-352, February 2000.

2. Romén, J. R., M. Rangaswamy, D. W. Davis, Q. Zhang, B. Himed, and J. H. Michels, “Parametric adaptive
matched filter for airborne radar applications,” IEEE Transactions on Aerospace and Electronic Systems,
Vol. 36, No. 2, 677-692, April 2000.

3. Michels, J. H., B. Himed, and M. Rangaswamy, “Robust STAP detection in a dense signal airborne radar
environment,” Signal Processing, special issue on New Trends and Findings in Antenna Array Processing
for Radar, Vol. 84, 1625-1636, 2004.

4. Soderstrom, T. and P. Stoica, System Identification, Prentice Hall International, London, UK, 1989.

5. Stoica, P., and R. L. Moses, Spectral Analysis of Signals, Upper Saddle River, Pearson Prentice Hall, NJ,
2005.

6. Sohn, K. J., H. Li, and B. Himed, “Parametric rao test for multichannel adaptive signal detection,” sub-
mitted to IEFEE Transactions on Aerospace and FElectronic Systems, Prentice Hall International, London,
UK, 2005.

7. Li, J., B. Halder, P. Stoica, and M. Viberg, “Computationally efficient angle estimation for signals with
known waveforms,” IEEFE Transactions on Signal Processing, Vol. 43, No. 9, 2154-2163, September 1995.



752 Progress In Electromagnetics Research Symposium 2006, Cambridge, USA, March 26-29



